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ABSTRACT
Most HPC programming models face an interoperability challenge because of the advent of multi/many core architectures [1–3]. Efficient interoperability—for instance, with shared memory programming models such as OpenMP—requires reconsidering the design of various levels of the programming model software stack. While support for interoperability typically exists at the hardware and system messaging library levels, most programming models lack the interfaces that ease such interoperability. In this paper, we discuss requirements of efficient interoperability and show the alternative paths for satisfying them for OpenSHMEM. We discuss the implication of maintaining the current interfaces and enhancements to ease interoperability.

1. INTRODUCTION
Architectural trends show increase in core concurrency in node designs, as well as increase in heterogeneity. Multi-ple programming models are likely needed to efficiently exploit such architectures. Among metrics for efficient interoperability is the ability to support shared memory models within a node using pthreads and distributed models using processes across nodes without performance penalty. For instance, we need runtimes capable of initiating communication within multithreaded parallel region without increase in latency compared with the single-threaded case. This eases programming, reduces synchronization, and allows better scaling.

Most optimized parallel libraries within a node (or a coherence domain) rely solely on pthreads model because it utilizes a single name space for data and functions, thus reducing runtime overheads in address and function shipping across compute threads. Shared memory models also allow more efficient memory usage. Physical memory is typically a scarce resource at scale, which could be stressed by communication runtime internal buffers that scale with the run size. Unfortunately, architectural trends show reduction in physical memory per core. At the application level, explicit shared memory programming allows efficient resource allocation (no data replication). While it is possible to support sharing with processes, sharing data requires memory mapping to a shared file (thus creating aliases and offset-based indexing) and sharing functions requires an RPC mechanism. These mechanisms introduce overheads for shipping data or functions. Additionally, processes do not provide a guarantee of physical sharing, thus forcing runtimes to frequently check for sharing before applying optimizations.

2. EFFICIENT INTEROPERABILITY CONDITIONS
Multiple considerations, regarding resource management and addressability of pthreads, should be considered across the whole software stack to achieve interoperability. A basic requirement is the need to split the resources at various levels of the software stack such that accessing the interconnect does not involve any serialization (including using locking or lock-free atomic-based algorithms). Effectively, we need thread-specific separate paths in carrying transfers while maintaining full reachability and addressability to the shared state.

In Figure 1, we show a typical PGAS language software stack. The efficiency of the system relies on the aggregate support in all layers. Creating a separate injection path for each thread requires resource split in all layers of the stack. Some system libraries, such as IBM PAMI, support thread-specific allocation of resources, called contexts. Others, such as Cray GNI, are not thread-safe, or thread-safe using library locks, such as Cray DMAPP or Infiniband. Our recent study [3] shows how to use Cray GNI domains, intended to support multiple client runtimes, to create thread-specific separate injection paths. At the second level of the stack (from bottom), earlier approaches for GASNet and MPI [1] argue for lock-free data structures (using atomic operation) to make serialization brief, we found that insufficient. Moving the interconnect controller on-chip makes the injection overhead as small as few tens of nanoseconds. The increase in the number of cores makes any serialization and lock migration extremely expensive. This leads to an increased gap between serialization-free accesses to the interconnect and serialized ones.

In Figure 2, we show the increase in latency for a pthreads-based implementation as we increase the level of concurrency.
Table 1: Suggested Modification to OpenSHMEM APIs

<table>
<thead>
<tr>
<th>API</th>
<th>functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>startpes(IN npes, INOUT endpoint_count)</td>
<td>Initialize, and request maximum thread-safe resources</td>
</tr>
<tr>
<td>shmem_enq_endpoint(OUT endpoint)</td>
<td>query default endpoint</td>
</tr>
<tr>
<td>shmem_create_endpoint(OUT endpoint)</td>
<td>create an endpoint</td>
</tr>
<tr>
<td>shmem_int_put(IN endpoint, IN target, IN source, IN nelems, IN pe)</td>
<td>put operation of integer with injection resource argument</td>
</tr>
<tr>
<td>other APIs similar to shmem_int_put</td>
<td>...</td>
</tr>
</tbody>
</table>

*Suggested modification from current standard are colored in blue.

As it is now, for an OpenSHMEM runtime to exploit resource split at lower layers, it is required to lookup thread specific identifier of the resources in each call. This operation typically takes several hundreds of cycles on modern architectures, thus impacting small transfers. The problem can be handled transparently using some preprocessing to add the additional thread-specific arguments. GASNet employs such technique, but in future specifications this identifier is added explicitly in the API.

We argue that OpenSHMEM better considers an addition of a resource argument to its interfaces. In Table 1, we briefly outline the proposed modifications. The application can request multiple injection resources endpoints that are lock-free. The runtime returns the count of endpoints that could be created, the minimum of what is available and what is requested. The application, then, allocates endpoints as needed. In multithreaded setting, the memory transfer APIs pass an additional argument to select the resources used for injection. User assertion can be added, whether the user will guarantee thread safety of the endpoint or the runtime.

This resource argument, endpoint, is originally proposed for MPI two-sided APIs [2], but the potential for success in PGAS language setting is greater. Hardware accelerated RDMA, makes the only resources that need explicit management the injection resources at the initiator of the transfer. Among objectives of this paper is to reopen the discussion of the implication of adopting such interfaces to both the runtime design and the application layers.

4. CONCLUSIONS

Efficient interoperability is critical to programming models in future systems. Trends of hybrid designs, increased core count, and reduced memory per core make interoperability inevitable. In this paper, we discuss general conditions to achieve efficient interoperability and specific OpenSHMEM considerations to achieve them.
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