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Introduction

Computational scientists develop and use large-scale, loosely-coupled applications that
are often structured as scientific workflows (earthquake science, astronomy, biology)
» Executing these applications on Grids or Clouds has significant system overheads
» Many applications involve millions of tasks processing massive data analysis on

distributed resources

» Task Clustering merges small granularity tasks into large jobs so as to reduce

overheads

» However, the balancing of runtime and dependency is not yet addressed. Particularly

measuring dependency imbalance quantitatively is a big challenge
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o Imbalance Measurement

Horizontal Clustering
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Horizontal Impact Factor Variance :
the standard deviation of impact
factors at the same level
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Pipeline Runtime Variance :
the standard deviation of task/job

runtime of the pipelines
PRV = O'(tg + t7 + tll)tél- + tg + tlZ)

Horizontal Distance Variance :
the standard deviation of the
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Imbalance Optimization

"Horizontal Runtime Balancing (HRB): add the longest
task to the shortest job
*Horizontal Distance Balancing (HDB): sort tasks based
on distance, then HRB
*Horizontal Impact Factor Balancing (HIFB): sort tasks
based on IFs then HRB
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